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The fastest growing community of web users is thahobile

Abstract

The fastest growing community of web users is that
of mobilevisitors who browse with wireless PDAs,
cell phones, and pagers. Unfortunately, most web
sites today are optimized exclusively for desktop,
broadband clients, and deliver content poorly suited
for mobile devices — devices that can display only
a few lines of text using slow wireless networks.

To best serve the needs of this growing community,
we propose buildingveb site personalizethat ob-
serve the behavior of web visitors and automati-
cally customize and adapt sites for each individual
mobile visitor. In this paper, we give an overview of
our approach to web site personalization as utility-
maximizing search through the space of person-
alized web sites. Following this framework we
have implemented two personalizers:RATEUS
and MINPATH. PrROTEUS allows changes to site
navigation (adding or removing links) as well as
content manipulation (rearranging or eliding con-
tent), and evaluates the result with a learned model
of the current visitor. NNPATH concentrates ex-
clusively on adding “shortcut” links, but uses a
model learned by clustering visitors based on their
sequences of page requests. We introdure-P
TEUS and MINPATH, and outline our current and
future directions for these personalizers.

Introduction

mobile visitor.

Mobile web visitors exhibit a variety of browsing behav-
iors: random surfing, task completioa.g, buying stocks),
information-goal seekingi.e., answering questions), etc.
Information-goal seeking is of particular interest because it
is generallypredictable visitors tend to have similar infor-
mation goals in the future as in the past. Some example goals
include: “What is the current stock price of MSFT?”; “Are
there any Pentax K-mount zoom lenses on auction at eBay?”;
“What office is Dan Weld in?”. This behavior is predictable
because visitors generally follow the same set of links, view
the same set of pages, to achieve these goals each time, and
attempt to do so in a direct and efficient manner. In addi-
tion, visitors tend to view pages with similar content as pages
viewed in the pastg.g, a photographer may frequently view
pages containing words “zoom lens” and “f-stop”, although
the URLs requested may differ). By mining past interactions
with the web site for these behaviors, we can automatically
personalizethe web content for each individual visitor. We
envisionweb site personalizerthat act on behalf of a mo-
bile visitor to adapt web content as the visitor browses. A
web site personalizer is an intermediary between the web site
and the visitor and may be situated on the web server, on the
visitor's device, or at a proxy server in between. A web site
personalizer can:

e Make frequently-visited destinations easier to find, by
highlighting relevant links or adding new links to a page.

e Highlight content that interests the visitor, by rearrang-
ing content on the page, or by adding visual cues.

o Elide uninteresting content and structure, replacing them
simply with links to the omitted material.

visitors — people who browse the web with wireless PDAs,
cell phones, and pagers. Ninety-five percent of cell phones Web site personalization follows a two-step process. In
sold today are “web-ready” and authorities predict that thehe first step, the personalizer builds a model of each visitor
number of wireless Internet devices will outnumber desktogby mining the access logs and site content. The model in-
computers by 2003. Despite this trend, however, few welzludes information about navigational browsing behavior as
sites today cater to mobile visitors, instead optimizing theirwell as content interests. This model could also include “out-
content for desktop clients. Unfortunately, mobile devicesof-band” information, such as visitors’ geographic location or
are not as capable as their desktop counterparts, being lindemographics. In the second step, the personalizer transforms
ited by small screens, low-bandwidth networks and slowethe site to maximize thexpected utility9] for a given visitor.
processors. Thus the user experience for mobile visitors athe expected utility of a personalized web site is a measure
these “one-size-fits-all” sites suffers. To address this probef how much benefit the visitor will receive by browsing the
lem, we propose buildingveb site personalizerthat auto-  site; the personalizer computes this value based on the visitor
matically adapt and personalize a web site to each individuahodel derived in the first step.



The focus of our work is in defining this framework of a link at the top of the current page may not be difficult, but
personalization as search and exploring how to instantiateeaching a page many links away will require scrolling (to
this framework in a practical manner. This paper discussefind the links) and waiting for intermediate pages to down-
our recent efforts along these lines and details current workdoad over the wireless network. We transform this intuition
This paper draws heavily from previous papers describing ouinto practice by recursively defining the utility of a page as

work [1; 2]. the sum of itsintrinsic utility — the utility of the page, in
isolation — and itextrinsicutility — the utility of the linked
2 Personalization as search pages$. We then calculate the utility of the site by evaluat-

) ) ) ) ing this recursion beginning with the page requested by the
We first describe our approach briefly. Our web site persongisitor. We make these concepts more precise below.
alizer performs a search through the space of possible web

sites. The initial state is the original web site of unmodified Web site model for evaluation

pages. The state is transformed by any of a number of adajVe find it advantageous to transform the search state model
tation functions, which can create pages, remove pages, adgightly when calculating expected utility. Specifically, we
links between pages, etc. The value of the current state ( how decompose a page into a sequence of “screens”
web site) is measured as the expected utility of the site fofsio, - - -, sim), €ach of which represents the web content
the current visitor. The search continues either until no betthat can be seen in one window of the visitor’s browser. A

ter state can be found, or until computational resouregs ( Screens;; is composed of web contenite,, text and graph-
time) expire. ics), which we denote &5;;, and a set of links;;1, ..., l; .

. Expected utility
2.1 State _representatlon ) _ Let p be the personalized page for the requested WRInd
Each state in our search space is an entire web Bite, |et U, (p) be the utility of p for visitor V. The evaluation
Although an actual implemented system (such as those digf 11 is the result of a recursive traversal through the site
cussed in sections 3 and 4) may choose to personalize onlyiginning withp. Because only the firstreerof / is initially

single page at a time, we model the entire web site to allowjisible to the visitor, the expected utility gf (or anyp;, in
adaptations to be made anywhere in the site. The web sitgct) is the expected utility of its first screen:

W is modeled as a directed graph whose nodes are pages,

Pos - - -, Pn, and whose arcs a?e r?ypertext IinI&@,...,lm.p ? ElUv(pi)] = E[Uv (si0)]

Alink 1, is a triple (ps, p4, a) Wherep, is the source page  The expected utility of a screeq;, in turn, is the sum of
(i.e., the page on which the link appearg), is the destina- its intrinsic and extrinsic utilities:

tion page, and is the anchor text. Each pageis modeled as N B B

a hierarchy of web content, much in the same way the parse E_[U"/(S'w)] - ElUv (s5)] + E[EUy (s45)]

tree of an HTML document confers a hierarchy of HTML ~ The intrinsic utility of a screen measures how useful the
tags. p; is thus represented as the root of this hierarchy, angcreen’s content is towards fulfilling the visitor's |_nformat|o_n
is acontent nodeA content node: is a pair(C, B) whereC  90al, independent of the rest of the web site. Typically, the in-
is a sequence of childrefa; , . .., ) of c and B is a behav- trinsic uuhty_depends onthe visitor mo'de'l — past hlst'ory 'a.nd
ior thatc imparts on its children. The elements@fmay be ~ demographics. A more detailed description of intrinsic utility
either plain text or (recursively) content nodes. The behaviofepends on particular assumptions regarding visitor interests
B is the action that affects the human-viewable content. Fopnd goals; section 3 discusses the method usegaTBus

example, ifc were a ‘<strong >" node, thenB would ren- The extrinsic utility measures the value of a screen by its
der its children in boldface: or f were an ‘“a>" node, then ~ connections to the rest of the web site. To reach the rest of the
B would render them as a hypertext link. Summarizing: ~ Site, we model the visitor as choosing from a fixed setanf-

S = {Wy, Wi,...} Each state in the space is a web siteigation actions any number of which the visitor may select
W = ({po,...,pn}, Aweb siteisa directed graphof  (i-€., the actions are not mutually exclusive). Specifically, if

{lo,-..ln}) pages and links the visitor is at screes;;, then the visitor may: scroll down
le = (ps,pa,a) A link has a source, destination, to the next screen (assuming tfsat is not the last screen of
and anchor the page); or follow any link that appears on the screen. We
pi= ¢ A page is a root content node maintain independent probabilities that the visitor will take
¢i= ({ci1, ..., cii), Acontent node is a sequence of ~ €ach action, denoted d@3(action), as well as the cosi.¢.,
B) children and node behavior; or negative utility) each action imposes on the visitor, denoted
c; = text A content node is plain text ~s and~, for scrolling and following a link, respectively. If
we letd;;;, be the destination page of lifk;;, then the ex-
2.2 State Evaluation trinsic utility of screers;; is a sum weighted by probabilities:
We estimate the quality of the personalized web site as its
expected utility from the point of view of the requested page. E[EUy (si5)] = P(scrol)(E[Uy (sij+1)] —7s) +
Intuitively, the expected utility is the sum of the utility the vis-
itor receives by browsing each page in the site, discounted by > [PUii)(E[Uv (diji)] — )]

k

2In many ways, intrinsic and extrinsic utilities are analogous to
We actually compute utility at a finer granularity than a page. Kleinberg’s authority and hub weight&0].

the difficulty of reaching each pafyeFor example, following



This equation recursively references the utility of otherto a text-similarity measure, and how frequently the visitor
pages and screens. The recursion is halted when the exiewed this screen. See earlier wdg} for more detail.
pected utility of a screen or page is less than the cost of PROTEUSestimates the action probabilities by measuring
reaching that content.¢., when E[Uy (s, ;+1)] < 7s Of  the frequency with which the visitor took each action in the
E[Uy (dijk)] < m)- past. For example, the probability that the visitor follows a

If evaluated nively, expected utility is not computationally link p, — pg4 is the quotient of the number of sessions in
tractable — it would require a screen-by-screen decompositiowhich the visitor vieweg, sometime aftep, divided by the
of potentially every page in the entire web site. Fortunatelynumber of sessions in which the visitor viewgd The prob-
the evaluation is made computationally much simpler with aability for scrolling is derived empirically and is held con-
few assumptions. First, when the cost of scrolling dominatestant at 0.85, although we are in the process of determining
the cost of following a link4; + vs = v;), then we treat all this number as part of the visitor model. Also through em-
pages bup as single-screen pages and can ignore the recupirical evaluation, we set the cost of scrolling, at 0.01 and
sion due to scrolling on these pages. Second, we limit hovthe cost of following a link;y;, at 0.05. These values work
deeply our recursion proceeds by setting a minimum threshacceptably in practice, although our results are largely insen-
old on the probability of viewing a screen or page — if the sitive to the exact values. In practice, the dominant term in
probability of it being visited is lower than the threshold, thenthe expected utility equation is the product of probabilities of
it is excluded from the calculation. The threshold allows us tataking chains of actions. For example, for all but the most
trade off performance for accuracy: the lower the thresholdprobable links, the contribution of a remote page to expected
the more accurate the evaluation, at the expense of recurringility is already vanishingly small, irrespective of the cost of
through more of the site. following the link.

3.3 Results

'J:‘n this section we present the results of a small user study
of PROTEUS We track ten test subjects’ browsing habits on
eir desktop workstations and then measure how effectively
ey use a suite of personalized and non-personalized web
sites on a wireless Palm Connected Organizer. We measure
visitor effort in terms of both time to attain the goal and the
3.1 Search operators amount of navigation (number of scrolling actions and links
To reduce the complexity of ®OTEUS we require that search followed) required.
operators directly affect the requested page some way, To collect training data, we asked the subjects to perform
e.g, adding links top or manipulating content op. We ex-  a suite of information-seeking tasks that we provided daily.
clude operators that, for instance, generate new pages or agi¢e directed the subjects to attain their goals by browsing ex-

3 Proteus

We have implemented this search framework in the web sit
personalizer ROTEUS While most of the details of the im-

plementation should be clear from the framework, we discus$
a few implementation-specific issues here.

links between two other pages. clusively at the given site starting from a given page. An ex-
PROTEUS supports two transformation operatbrelide-  ample question is: “Find the current stock price for MSFT,
content andadd-shortcut. elide-content replaces a block starting atfinance.yahoo.com . The tasks in the seed

of content onp with a link to the original content in a fash- suite were drawn randomly from a distribution of parametric
ion similar to Digestor{3] (Figure 1). Theadd-shortcut  questions and represent a coherent model of visitor interest.
operator creates a new link frojmto some other page that  Following the training phase, we asked the subjects to an-
can be reached by following at mastlinks from p. Thus,  swer another suite of questions using a wireless Palm Con-
add-shortcut creates a link that “shortcuts” a longer path of nected Organizer. We asked them to answer the questions
links. For example, if the visitor previously followed the path twice: once, on the unmodified web site, and again pera
P — pa — Db — Pc — Pa, add-shortcut may create a link  sonalizedversion of the target site. ROTEUS personalized
directly fromp to p4. Furthermoreadd-shortcut places the  the target site for each visitor by first building a model of that
new linkp — p, next to the original linky — p,, anticipating  visitor, based on the subject’s past browsing data, and then
that, when the visitor wants to fing; again, the visitor will  creating adapted pages for the testing suite. Because our cur-
look towards the link tg, first. This placement is possible rent implementation is not yet fast enough to adapt a single
only if the visitor actually followed the path previously, oth- page in real-time, we personalized the sites before the sub-
erwise,add-shortcut places the link near patlghervisitors  jects performed their tests. We chose which pages kw-P
at the site have taken. The anchor text of the link is chosereus to adapt by using our human judgment of where the
heuristically as either the destinatioriitle > or<hl>.  subjects would likely visit during the test. Note that we have
not influenced thepersonalizatiomat all — we have merely
3.2 Expected Utility selected the subset of pages thabPeus personalizes, for

Our implementation measures intrinsic utility of a screen as &TiCiency. _ .
weighted sum of two terms: how well the screen’s content Figure 2 compares links followed to attain each goal on

matches the visitor’s previously viewed content, accordingh® personalized versus unmodified web sites (the graphs of
the time required and scrolling actions are similar). The

SProTEUSSUpports a third operat@wap-siblings, butwe omit ~ axis shows the number of links while theaxis shows the
its discussion for space considerations. location of each goal listed chronologically. The graph shows
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Figure 1:Elided content. On the left is an unmodified web page. On the right a number of blocks of content have been elided
and replaced with hypertext links.

6 4.1 The MinPath algorithm

B Unmodified
51 , A trail [16] T = (po,p1,...pn) is @ sequence of page re-
quests such that each request occurs within some fixed time
window of the previous request and is the destination of a
link on the previous page. The personalizer watching a vis-
itor's behavior midway through the trail sees onlypegefix
{(po, - - -, p:i)- The trailsuffix (p;11,...,pn), must be hypoth-
esized by the personalizer.

If one had knowledge of the complete trajpo,...,

Dis - - - Pn), Selecting the best shortcut at any pagés easy:
simply, p; — p,,. Of course, given only a trail prefix, the per-
sonalizer must infer the remaining pages. Our approach uses
a model of the visitor's behavior to compute a probability for
every possible trail suffiXg;+1,...,¢,) on the site. Intu-
itively, these suffixes are all possible trails originating from
. . L ;. Given a suffix and its probability, we assign ected
that for a majority of the sites, FOTEUSS personalizations Is)avingsto the shortcup; _p) q; for gachqj in tgheixt]?‘fix as
appear quite useful: the addition of shortcut links and elisiony,e nroqyct of the probability of the suffix and the number of
of unnecessary content reduced the amount of Visitor navigg s saved by the shortcut. Note that many trail suffixes may
tion, and hence the amount of time spent, at the sites. pass through the same page and so the expected savings
of a shortcup; — ¢; is summed over all suffixes.

For example, suppose that a visitor requests the trail prefix
(A, B,C) and we wish to find shortcuts to add to page
Suppose further that our model of the visitor indicates there
One of RROTEUSs weaknesses is that it builds its visitor are exactly two sequences of pages the visitor may complete
models in isolation of each other. When training data isthe trail with: (D, E, F, G, H), with probability 0.6, and
sparse, these models can be quite inaccurate. Instead, W& J, H, K) with probability 0.4. The expected savings from
would like to combine data from many, similarly-behaving the shortcuC' — E would be0.6 x 1 = 0.6, because the trail
visitors to build more robust models. To this end, we devel-with E occurs with probability 0.6 and the shortcut saves only
oped MNPATH, an algorithm that finds high-quality short- one link. The expected savings for short€ut— H includes
cuts by modeling clusters of visitors, and using these moda contribution from both suffixe$1.6 x 4 + 0.4 x 2 = 3.2.
els to predict where in the site the visitor is likely to travel. MINPATH constructs trail suffixes by traversing the di-
By leveraging data from many visitors in a single cluster, therected graph induced by the web site’s link structure. Start-
models MNPATH builds are more accurate and lead to bet-ing at the page last requested by the visitgf, MINPATH
ter personalizations. Moreover, while not as generalRs-P - computes the probability of following each link and recur-
TEUSs expected utility, MNPATH’s evaluation metric — ex-  sively traverses the graph until the probability of viewing a
pected savings — can be very efficiently computed. page falls below a threshold, or a depth bound is exceeded.

#links followed

Figure 2:Links followed.

4 MinPath



The savings at each page is the product of the probability of i
reaching that page and the number of links saved BATH N B st
collates the results and returns the best shortcuts. We next = 343 Tl cronecse
describe how we obtain the model required byNRATH.

4.2 Predictive Models

The key element to MIPATH's success is the predictive
model of web usage. The probabilistic model predicts the
next web page request given a trail prefix(po, ..., pi—1)

and the visitor's identity”: P(p; = q|(po, - -.,pi-1), V). Of
course, a model may condition this probability on only part :
or even none of the available data; we explore such modelsin =~ ** udtes  uncondiiona Markov Neive Bayes  Mixure of
our experiments. We fit the models to past web usage data, o T s Marovmedet
either to all the visitors to the site at once, or to clusters of_. - ,

visitors. We group visitors by clustering their sequences of 19Ure 3:MinPath’s performance. Each column shows the
web page requests, and use EM to simultaneously find th@verage number of links fpllowed in a trail. Mixture model
clusters and fit the models. For tiem massand cluster- columns are annotated with the number of clusters. Error-
ing approaches, we evaluate two types of models: uncondfars denote 95% confidence intervals.

tional, which predicts the next link without regard to previ-

ous browsing, and Markov, which predicts the next link givenexpected savings computation is substantially faster than and
the previous request. When applied to clusters of visitors, w@ositively complements ®oTEUSS more general approach.
effectively havemixture modelseither Nave Bayes mixture

models[6] or mixtures of Markov model§5]. We describe 5 Related work

these models in more detail in our other woik
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Two closely related lines of research are IndexFind&} and
4.3 MinPath results Digestor[3]. IndexFinder creates singular transformations

; that appeal to all visitors at the site, in particular, generat-
We evaluate NNPATH’s performance on usage at our home g newindex pages— hubs of links to other pages on the

institution’s web site. We use web access data for Septemb ? ; .
s : : te. These pages are evaluated based strictly on the naviga-
2000 to produce a training set of 35,212 trails (approximatel ional usageppgtterns of past visitors — the p)f:lges requestged

20 days of web usage) and a test set of 2,500 trails (1.5 days); . : ; . e
the time period from which the test trails were drawn occurred Irespective of their content. Digestor optimizes pages for

strictly after the training period. We selected only those trail Zn:ﬁllj;:s?eﬂ :V'Vse%l:?/ g?geﬁgrsrgtzt;?hpeeatgﬁticgfn; s\;\cleeabrc;)r;;lm-

with link length at least two, because shorter trails cannot be. ' ' . . .

. A imply by how much screen space it occupies, a metric that

improved. We measure M PATH's performance by the num- - ;

ber of links a visitor must follow to reach the end of the trail. ?hnecﬁgﬁgsf qﬂiﬂfyn\?;ﬁfg }:iﬁgceos;] trasetl zlgrgpvgfgagﬁ%%rfgﬁgf_es
We compare NNPATH'S performance using the models izes content per visitor, and evaluates the adaptations using a

described earlier (see Figure 3). The first column shows th

number of links followed in the unmodified site. In the Sec_ﬁrmmpled, utility-maximizing approach.

ond and third sets of columns, IMPATH uses, respectively, The Web Br:_ct)wster Inttfall|?enceb|(WB{D12] [::jrpje_ct %rot-
an unconditional and Markov model, each fitted to all thePOSES an archiiecture ol piuggable intermediaries between

L web servers and clients. These intermediaries generate, trans-
site’s visitors, and produces 1, 3, or 5 shortcuts per"bageform, and monitor the content they see as visitors browse, and
In the last two sets, MiPATH uses mixture models of either

10 or 25 clusters, and selects the distribution of the modelﬁan be used either individually or in chains. An interesting

in the mixtures based on only the current trail prefix (ignor-, < of future research would be to integrated Eus into

: L ' : he WBI framework and investigate what what other interme-
ing past visitor behavior). This graph demonstrates that th iaries could be usefully composed WitRETEUS

shortcuts MNPATH finds are of high quality — when using a Y b

. J Countless other systems attack all or part of the web site
jS(sturla’\?LAl\ﬁrkC?nrgﬁ?n?fa{zngnsg%gfgsggo%ugtgt?rﬁﬁk:h%rrt'personalization problem; we mention briefly several related

40% of the possible savings. Of course, the actual effective§y8tems' The Daily Learné] learns a Paim VIl user's pref-

ness of adding shortcuts will depend on the visitor’s abilitytehrgntf Se efrorr e%i";;?ﬂfgtbgi’h”{ﬁg'tgg{r‘ﬁ Séeicctlg a\:\:\hollcn]ztﬁrslgis
to discern whether the link will be of value, and in section 6 . .

we describe our ongoing work to intelligently select appro-\(,:voergejggngmgt?: r?]kst%%govryepbufght“gg??ﬁ?slgﬁg]"gntﬁ e vis-
priate link anchor texts. Finally, we note thatiPATH’S g€ p P

: . . . . __itor experience, specifically, to recommend new content the
running time is quite small. The models are learned offline P P y

. : - “wvisitor may like to see. The PersonalClipgé} allows visi-
but the process usually requires only several minutes. lee\[lbrS to build their own custom views of web sites by record-

gurtgoiﬂecl) ggdsg::%rtlréis” gr:eetz('avm;engg ;'lef’tg ssg;&:n(,)srt- ing navigational macros using a VCR-metaphor and select-
) 9 P PR ing components of the target page to view with the mobile

“We limit MINPATH to only as many shortcuts as can reasonablydevice. Letizia[11], WebWatchef8], and adaptive web site
be displayed on the small screen of a wireless web browser. agentd 14] guide visitors by suggesting pages they may like



to see. Our work differs from this earlier agent-based work inReferences
that we concentrate on personalizing the web site for each visﬂ]

itor, instead of merely suggesting which links to follow next,
and in the depth to which we mine the web logs for useful

access patterns.

6 Future work

(2]

Our approach to personalization as search offers many fruifg]

ful lines of continued research; we are currently exploring

several directions. First, we are investigating how to incor-

porate MNPATH’s cluster-based model of visitors intrB-
TEUSS expected utility framework. The modelsINPATH
and RRoTEUSemploy differ substantially: MvPATH builds
apredictivemodel of visitor behavior, while RoTEUSbuilds

(4]

a descriptivemodel of visitor behavior and interests. At the [5]
heart of this work is applying the cluster-based techniques to

descriptive models.

Second, we are exploring how to automatically select con-

cise and descriptive anchor texts for shortcut linksRoP

TEUSS heuristics to select either a shortcut destination’s

<title

> or <hl> text as the anchor are frequently in-

adequate. The title text of a shortcut destination may contain

redundant information. A pageshl> tag may contain too
little information, or may not exist at all. Instead, we propose

[7]

using an information-based approach to select anchor words

with the highest information content.

In a third direction we are considering incorporating guid-[8]
ance from both the web master and the web visitor into the
personalizer's search process. The web master can provide
suggestions, either directly or in the form of annotations in[g]
HTML documents, on what personalizations are allowed or
disallowed and which might be the most useful. The web
visitor can express to the personalizer certain aspects of the
visitor model, perhaps as a list of keywords the visitor finds 10
interesting, or a set of pages that the visitor wants to be able

to easily find.

Finally, we are expanding the set of transformations thaf11]

PrROTEUS can make to a site. Specifically, we are investi-

gating a transformation that can aggregate blocks of content

from many pages into a single view for the visitor. Such a

transformation can allow®oTEUStO effectively create “por-

(12]

tal pages” that integrate information from several separate re-
sources on a web site. The challenge of this work lies in ap[13]

propriately melding blocks of content into a cohesive whole

by carefully analyzing the donor and recipient documents for

clues about their presentation.

7 Conclusions

[14]

As the community of mobile web visitors grows, so grows thel15]
need for web sites to cater to visitors off the desktop and off
broadband network connections. We propose building web
site personalizers to meet the need of this community, an§tL6]
this paper gives an overview of our approach to personalizers

as utility-maximizing search. Initial results from our person-
alizers, RoTEUSand MINPATH, indicate that this approach
holds great promise for improving the mobile web experi-

ence. In the future we plan to extend their capabilities and

continue to improve browsing for mobile visitors.

C. R. Anderson, P. Domingos, and D. S. Weld. Adaptive
web navigation for wireless devices.Rmoc. of the 17th
Intl. Joint Conf. on Art. Int.2001.

C. R. Anderson, P. Domingos, and D. S. Weld. Person-
alizing web sites for mobile users. Rroc. of the 10th
Intl. WWW Conf.2001.

T. W. Bickmore and B. N. Schilit. Digestor: Device-
independent access to the World Wide WebPrtac. of
the 6th Intl. WWW Conf1997.

D. Billsus, M. J. Pazzani, and J. Chen. A learning agent
for wireless news access. Rroc. of the Conf. on Intel-
ligent User Interfaces2000.

I. V. Cadez, D. Heckerman, C. Meek, P. Smyth, and
S. White. Visualization of navigation patterns on a web
site using model based clustering. Pnoc. of the 6th.
Intl. Conf. on Know. Disc. and Data Minin@000.

P. Cheeseman, J. Kelly, M. Self, J. Stutz, W. Taylor, and
D. Freeman. AutoClass: A Bayesian classification sys-
tem. InProc. of the 5th Intl. Conf. on Mac. Learning
1988.

J. Freire and B. Kumar. Web services and information
delivery for diverse environments. Rroc. of the VLDB
Wkshp. on Tech. for E-Servig&900.

T. Joachims, D. Freitag, and T. Mitchell. WebWatcher:
A tour guide for the World Wide Web. IRroc. of the
15th Intl. Joint Conf. on Art. Inf.1997.

R. L. Keeney and H. Raiffa.Decisions with Multiple
Objectives: Preferences and Value Trade-Off¥iley,
New York, NY, 1976.

J. Kleinberg. Authoritative sources in a hyperlinked en-
vironment. InProc. 9th ACM-SIAM Symp. on Discrete
Alg., 1998.

H. Lieberman. Letizia: An agent that assists web brows-
ing. In Proc. of the 14th Intl Joint Conf. on Art. Int.
1995.

P. P. Maglio and R. Barrett. Intermediaries personalize
information streamsComm. of the ACM43(8), 2000.

B. Mobasher, H. Dai, T. Luo, Y. Sun, and J. Zhu. Com-
bining web usage and content mining for more effec-
tive personalization. IProc. of the Intl. Conf. on E-
Commerce and Web Technologies (EC\WW20D0.

M. J. Pazzani and D. Billsus. Adaptive web site agents.
In Proc. of the 3rd Intl. Conf. on Auto. Agent999.

M. Perkowitz and O. Etzioni. Towards adaptive web
sites: Conceptual framework and case study. Int. J,,
118(1-2), 2000.

A. Wexelblat and P. Maes. Footprints: History-rich tools
for information foraging. IrProc. of ACM CHI Conf. on
Human Factors in Comp. Sy4.999.



